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Assistant Professor at Shanghai Jiao Tong University
AI for Science, Multimodal Large Language Models

Education
2016 – 2022 Computer Science Ph.D. atUniversity of California, Berkeley

GPA: 4.0/4.0, Advisor: Trevor Darrell
Thesis: Learning to Generalize in Dynamic Environments

2012 – 2016 Computer Science B.S. at Fudan University
GPA: 3.7/4.0, Rank: 2/111

Positions
2023 – · · · · Assistant Professor at Shanghai Jiao Tong University
2025 – · · · · Full-time Mentor at Shanghai Innovation Institute
2023 – 2024 Research Scientist at Shanghai Artificial Intelligence Laboratory

Distinctions
Academics & Research
2024 NSFC Excellent Young Scientists (Overseas)

Funded by National Natural Science Foundation of China (NSFC)
2021 Shanghai Overseas High-Level Young Talent Program

Selected by Organization Department of Shanghai Municipal Committee of the CPC
2020 WAIC Rising Star Award

Awarded by World Artificial Intelligence Conference (WAIC)

Services & Activities
2024 Organizer of CVPR Test-Time Adaptation Workshop
2023 Organizer of NeurIPS Foundation Model Prompting for Medical Image Classification Challenge

Guest Editor of MedIA Special Issue: Foundation Models for Medical Image Analysis
2017 Organizer of CVPR Autonomous Driving Workshop

Organizer of ICCV TASK-CV Domain Adaptation Workshop

Teaching
Fall 2025 Hands-On Artificial Intelligence

Coding with AI: from Zero to Hero
Summer 2025 Introduction to Large Language Models

Spring 2025 Designing and Understanding Deep Neural Networks
Introduction to Large Language Models

Fall 2024 Hands-On Artificial Intelligence
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Teaching (continued)
Summer 2024 Introduction to Artificial Intelligence

Spring 2024 Designing and Understanding Deep Neural Networks

Publications
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compressed training for generic network architectures,” in ICML, 2022.
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Joseph Gonzalez, “ActNN: Reducing training memory footprint via 2-bit activation compressed
training,” in ICML, 2021.



13 Qijing Huang,DequanWang, Zhen Dong, Yizhao Gao, Yaohui Cai, Tian Li, Bichen Wu, Kurt Keutzer,
and John Wawrzynek, “CoDeNet: Efficient deployment of input-adaptive object detection on embedded
fpgas,” in FPGA, 2021.

14 DequanWang, Evan Shelhamer, Shaoteng Liu, Bruno Olshausen, and Trevor Darrell, “TENT: Fully
test-time adaptation by entropy minimization,” in ICLR, 2021.

15 Hou-Ning Hu, Qi-Zhi Cai,DequanWang, Ji Lin, Min Sun, Philipp Krahenbuhl, Trevor Darrell, and
Fisher Yu, “Joint monocular 3d vehicle detection and tracking,” in ICCV, 2019.

16 Chiyu Jiang,DequanWang, Jingwei Huang, Philip Marcus, and Matthias Nießner, “Convolutional
neural networks on non-uniform geometrical signals using euclidean spectral transformation,” in ICLR,
2019.

17 DequanWang, Coline Devin, Qi-Zhi Cai, Philipp Krähenbühl, and Trevor Darrell, “Monocular plan
view networks for autonomous driving,” in IROS, 2019.

18 DequanWang, Coline Devin, Qi-Zhi Cai, Fisher Yu, and Trevor Darrell, “Deep object-centric policies
for autonomous driving,” in ICRA, 2019.

19 Fisher Yu,DequanWang, Evan Shelhamer, and Trevor Darrell, “Deep layer aggregation,” inCVPR, 2018.

20 Zhiqiang Shen, Yu-Gang Jiang,DequanWang, and Xiangyang Xue, “Iterative object and part transfer
for fine-grained recognition,” in ICME, 2017.

21 DequanWang, Zhiqiang Shen, Jie Shao, Wei Zhang, Xiangyang Xue, and Zheng Zhang, “Multiple
granularity descriptors for fine-grained categorization,” in ICCV, 2015.

22 Wei Zhang, Sheng Zeng,DequanWang, and Xiangyang Xue, “Weakly supervised semantic
segmentation for social images,” in CVPR, 2015.

Technical Report

1 Keyu Li, Mohan Jiang, Dayuan Fu, Yunze Wu, Xiangkun Hu,DequanWang, and Pengfei Liu,
“Datasetresearch: Benchmarking agent systems for demand-driven dataset discovery,” arXiv preprint
arXiv:2508.06960, 2025.

2 Zheling Tan, Kexin Ding, Jin Gao, Mu Zhou, Dimitris Metaxas, Shaoting Zhang, andDequanWang,
“Medforge: Building medical foundation models like open source software development,” arXiv preprint
arXiv:2502.16055, 2025.
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preprint arXiv:2303.06580, 2023.
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arXiv:2006.11436, 2020.

10 Evan Shelhamer,DequanWang, and Trevor Darrell, “Blurring the line between structure and learning
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